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Key Takeaways

The inverse scaling effect of pre-trained LM surprisal is unlikely to be due to data leakage. We provide two reasons why:

©® Widely used reading time corpora suffer little from data leakage measured in terms of token n-gram overlap
® The inverse scaling effect of surprisal is replicated with LMs trained on ‘leakage-free’ data
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